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Research Problem

The research problem that is addressed in this research can be simply summarized as follows.

❖ Current tools and services offered by platforms such as Kubernetes fail to obtain a holistic view of microservice
deployments and thereby optimize cluster performance.

❖ Difficultly in successfully configuring and integrating these monitoring disjoint monitoring tools with the existing
tools used by organizations.

❖ Difficult to understand why a problem occurs even though there is knowledge that a problem has occurred.

❖ Constant monitoring of metrics through APM tools.
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Research Problem

In short, when deploying microservices through Kubernetes, there
is no efficient and effective way for developers to evaluate and
monitor the effectiveness and viability of a microservice
deployment and identify possible performance bottlenecks
through the disjoint monitoring solutions that currently available.
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Main Objective

To model a network science-based approach to govern
microservice deployments through evaluation and analysis of
metrics gathered, and ultimately produce a proposed model which
aids to optimize microservice deployments.
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Developed Solution 



610/30/20
20

Student Must add 
a professional 

photo to this cage

IT17016230  |  SARANGA S.A.G

B.Sc. (Hons) Degree in Information Technology Specializing in Software Engineering

IT17016230 | Saranga S.A.G | 2020 - 021



710/30/20
20

Introduction
• Background / Research Gap - No tools to capture the and quantify the dependencies in

way to use in training prediction models.

• Problem - Current marketplace does not contain a way to monitor and query all the metrics

regarding the network and the hardware utilization, get an idea about the whole microservice
architecture and take the dependency between each and every microservice into consideration.

• Primary Objective - To generate a dependency network based on the metrics gathered from

the Kubernetes cluster to provide a better understanding of the whole microservice architecture.

• Solution - To develop a system which can query necessary metrics in regard to network and 

hardware utilization of a cluster and to obtain an holistic idea about the quantified dependency 
between microservices.

IT17016230 | Saranga S.A.G | 2020 - 021
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Current Progress (90%)

• Creation and configuration of a Kubernetes cluster on AKS.

• Deployment of a sample microservice system

• Installation and configuration of Istio in the cluster and enable auto injection.

• Installation of Prometheus and Kiali and configuration to query metrics.

• Port forwarding of services to assign static ports.

• Implementation of Middle Tier Server

• Deployment of Middle Tier Server 

IT17016230 | Saranga S.A.G | 2020 - 021
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Methodology

IT17016230 | Saranga S.A.G | 2020 - 021
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Results

Generated quantified dependency CSV Generated CPU load CSV

IT17016230 | Saranga S.A.G | 2020 - 021
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RESULTS

Generated node-edge graph based on the dependency

IT17016230 | Saranga S.A.G | 2020 - 021
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Introduction
• Background / Research Gap - Presence of rule - based autoscaling strategies based on

minimal infrastructure level metrics such as CPU utilization which in turn leads to the creation
localized autoscaling policies.

• Problem - The use of localized rule-based autoscaling technologies used in microservice

deployment which fail to capture a globalized perspective on the effect of autoscaling decisions.

• Primary Objective - To facilitate the development of an improved auto-scaling policy for a

Kubernetes - based microservice deployment, based on load prediction and centrality measures.

• Solution - Utilization of a combination of resource utilization prediction and prediction of load

based metrics to facilitate an improved autoscaling policy which captures a holistic perspective on the
effect of autoscaling.

IT17006880 | De Silva N. | 2020 - 021
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Current Progress (90%)

• Evaluation of various time series prediction models for resource utilization prediction and load-based inter-
microservice link weight.

• Selection of the optimal prediction model from the evaluated prediction models.

• Implementation of code for resource utilization prediction and microservice link dependency measures prediction.

• Implementation of predicted co –dependency network from the predicted link dependency measures.

• Implemented methodology for calculation of centrality measures from co-dependency networks.

• Implementation of Flask server to facilitate the communication of output to other components.

IT17006880 | De Silva N. | 2020 - 021
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Methodology

Load Prediction and Centrality Analysis 

Component

IT17006880 | De Silva N. | 2020 - 021
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Methodology
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RESULTS – Link Dependency Measures

MAPE, RMSE, SMAPE and MASE 

values - resource utilization prediction
1-hour forecast of load-based inter-microservice link 

dependency measures 

IT17006880 | De Silva N. | 2020 - 021
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RESULTS – Resource Utilization Prediction

MAPE, RMSE, SMAPE and MASE 

values - inter-microservice link 

dependency measures 

1-hour forecast (t+12) of CPU utilization metrics

IT17006880 | De Silva N. | 2020 - 021
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RESULTS –Predicted Co – dependency Network

Predicted microservice co-dependency 

network at time t+12 
Microservice co-dependency network at time t

IT17006880 | De Silva N. | 2020 - 021
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RESULTS – Centrality Measures | Predicted vs Current 
Co-dependency Network

IT17006880 | De Silva N. | 2020 - 021

• C – Centrality measure for                 Deg. – Degree Centrality

co – dependency network at time t                          Clos. – Closeness Centrality

• F – Centrality measure for predicted                         Bet. – Betweenness Centrality

co - dependency network at time t+12                      Eigen. – Eigenvector Centrality
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Introduction

• Background / Research Gap - Current orchestration tools such as Kubernetes fail to

create optimized deployment and autoscaling strategies, based on a holistic perspective of
microservice deployments.

• Problem - Increase performance and availability in microservice application.

• Primary Objective - To identify key factors that lead to performance reduction in microservice

deployments and come up with an optimal deployment strategy.

• Solution - Optimal placement for microservices.

IT17012966 | L.S Jayasinghe | 2020 - 021
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Current Progress (90%)

• NSGA II

• Performance fitness

• Availability fitness

• Separate the solution

• API server

• Deployment view

• HPA Algorithm

IT17012966 | L.S Jayasinghe | 2020 - 021
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Methodology
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Methodology

TO FROM PREDICTED DEPENDENCY 
MEASURE

M0 M2 100

M1 M3 50

M4 M5 20

IT17012966 | L.S Jayasinghe | 2020 - 021

"pod_dependency_map": {"[0, 2]": 100, "[1, 3]": 50, "[4, 5]": 
20}
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RESULTS – Best Performance

IT17012966 | L.S Jayasinghe | 2020 - 021
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RESULTS – Highest Availability
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RESULTS – Most Cost - Effective
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Introduction

• Background / Research Gap - Lack of focus on resiliency measures when considering the

microservice deployment and governance.

• Problem – How the resiliency evaluation can help in achieving a better microservice governance?

• Primary Objective - To perform a resiliency evaluation on Kubernetes deployments using the

principles of chaos engineering.

• Solution - Perform resiliency evaluations and exploit the results on creating a deployment plan for

an optimal microservice governance.

IT17410250 | Lakshitha M.V | 2020 - 021
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Current Progress (90%)

• Identifying the impact of resiliency measures on microservice governance.

• Studying about chaos engineering concepts and tools.

• Performing chaos experiments on Kubernetes cluster.

• Initial implementation of dashboard

IT17410250 | Lakshitha M.V | 2020 - 021
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Research Methodology

IT17410250 | Lakshitha M.V | 2020 - 021
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RESULTS

Chaos Report

Sample Chaos Experiment

IT17410250 | Lakshitha M.V | 2020 - 021
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Commercialization  - Market and Stats

58% of 
companies are 

using 
Kubernetes in 

production

63% of 
Enterprises Are 

Adopting 
Microservices

32% are 
evaluating 

Kubernetes for 
future use

83% Of 
enterprise 

workloads will 
be in The Cloud 

by 2020

Sources : 
www.cncf.io
www.forbes.com

http://www.cncf.io/
http://www.forbes.com/
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Commercialization - Market and Stats

Q – Your Company manage containers 
with ? 

Q – Kubernetes Environment vs Container 
Environment
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Commercialization – Why K8ADVISOR ?? 

▪ Optimized deployments considering microservice dependency.

▪ Integrated dashboard, with a user-friendly, interactive interface.

▪ Proactively auto scale deployments.

▪ An easy tool to obtain holistic perspective on Kubernetes deployments.

▪ Privacy and security will be protected with in-house data storage.

▪ Machine learning with organizational specific data.

▪ Easy integration into existing Kubernetes deployments.
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Commercialization – Business Plan


