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[bookmark: _Toc51619423]Abstract

With the introduction of microservice architecture for the development of software applications, a new breed of tools, platforms, and development technologies emerged that enabled developers and system administrators to monitor, orchestrate and deploy their containerized microservice applications more effectively and efficiently. Among these vast arrays of technologies, Kubernetes has become one such prominent technology widely popular due to its ability to deploy and orchestrate containerized microservices. Nevertheless, a common issue faced in orchestration platforms such as Kubernetes is the employment of vast arrays of disjoint monitoring solutions that fail to portray a holistic perspective on the state of microservice deployments, which in turn, inhibit the creation of more optimized deployment policies. 
In response to this issue, the research carried out proposes the use of a network science-based approach to the creation of a microservice governance model that incorporates the use of dependency analysis, load prediction, centrality analysis, and resiliency evaluation to effectively construct a more holistic perspective on a given microservice deployment. Furthermore, through analysis of the factors mentioned above, the research conducted, then goes on to create an optimized deployment strategy for the deployment with the aid of a developed optimization algorithm.
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[bookmark: _Toc31408138][bookmark: _Toc51619430]1.0 INTRODUCTION 

Microservices have become one of the most popular development architectures for many software applications developed today. ​This is mainly because microservices provide an effective way to develop a software application as a set of interconnected modular services that can be independently deployed and scaled [1]. Furthermore, due to benefits such as easy integration and deployment, support for continuous delivery as well as improved fault isolation, many organizations, including several well-known organizations such as Amazon, Netflix, and eBay have migrated from their traditional monolithic architecture and instead embraced microservice architecture [1].
With the widespread use of microservices, a variety of tools and platforms have been developed in order to deploy microservices efficiently. Among them, containerization of microservices is the most widely used and preferred approach. Containerization enables efficient and easy deployment of microservices through enabling developers and system administrators the ability to package and deploy microservices as container images through opensource tools such as Docker [2-3]. Furthermore, since all required dependencies, libraries, and all other components needed for the microservice are packaged up in the container itself, the software is isolated from its environment, ensuring the performance and the functionality of the software remain the same regardless of the underlying platform [4]. However, in the case when there are multiple containers present in a particular application, it becomes difficult to coordinate, schedule as well as monitor the deployed containers and ensure service availability [5]. 
In response to this issue, Kubernetes was introduced in the year 2014 [6] in order to provide a framework to run such distributed systems more resiliently by providing effective solutions for load balancing, storage orchestration, automated rollouts, rollbacks, self-healing mechanisms, etc. [5]. Integrating Kubernetes into an application’s deployment strategy, therefore, enables an organization to easily deploy, manage, and handle an application, keeping the inherent benefits of container-based deployments while ensuring service availability. The existence of this unique characteristic in Kubernetes has therefore resulted in its widespread use in microservice deployments and the increased popularity which can be seen today.
The advent of container orchestration tools such as Kubernetes has greatly revolutionized the microservice deployment methodologies and practices throughout the world due to the many inherent advantages it possesses. Regardless, even through the utilization of deployment tools such as Kubernetes, there are still some issues that need to be addressed. In this regard, a prevalent issue pertaining to Kubernetes deployments concerns the policies followed in the deployment of interdependent microservices, which result in the creation of inefficient, sub-optimal deployment polices. Moreover, a key contributor to the existence of the above issue is the lack of the necessary tools and services to obtain a holistic view of Kubernetes deployments and thereby optimize cluster performance. 
The current tools and services offered by Kubernetes, in this regard, often have to be pre-configured to the existing pre-conceived knowledge of the developers in contrast to the actual real-time utilization. Although implementing such solutions may be of use in the short term, it maybe it may be difficult to further improve upon the performance of the microservice cluster in the long term due to the lack of a holistic perspective on the interaction of the interdependent microservices in real-time use. Hence, it should be realized that if a particular microservice deployment is to be optimized for performance, a clear understanding regarding the relationships among the interdependent microservices during runtime is required. However, if a microservice deployment is to be truly optimized for optimal performance, it may also be necessary to take into account factors such as the resilience among the interdependent microservices, the effect of autoscaling policies, in addition to a clear understanding on the interactions of interdependent microservices. Regardless, even though there are several monitoring solutions available for such purposes, such as Prometheus, Istio, and Chaos Toolkit, their disjoint nature prevents them from allowing users to obtain a holistic perspective on the state of their deployed microservices. 
In addition, there also some issues that exist in the current way in which the effectiveness of Kubernetes deployments is evaluated with respect to performance. Currently, the process being used by developers and system administrators uses a wide array of monitoring tools known as Application Performance Monitoring (APM) tools in order to gather performance metrics regarding the various resources in the Kubernetes cluster and get an idea of the performance of their deployed clusters. This task is usually performed through constant observation of the metrics gathered through these APM tools. This technique is also used in key tasks such as in the identification, setting, and configuring of resource limits and thresholds for resource utilization as well as in the identification of potential performance bottlenecks, and hence is a tedious and time-consuming process. Moreover, even though these APM tools help in the identification of potential problems in a deployment, they are not able to provide an in-depth insight as to why the problem occurred. Therefore, it is quite clear that developers and system administrators are not able to easily obtain a holistic view of the performance of their deployed cluster and get a clear understanding regarding the current and expected performance of their deployments.
This research aims to provide a solution to this problem by taking the initial step by aiming to develop a model that takes into consideration a metric analysis-based approach to optimize and govern microservice deployments in Kubernetes through evaluation of identified dependency measurements. The developed governance model will ultimately aid developers and system administrators to effectively govern their microservice deployments by providing a holistic view, enabling them to configure their deployments with minimal time and effort.
The remaining sections of this document discuss key aspects in the development of the above-mentioned solution and a thorough analysis pertaining to key topics which include the background, research gap as well as the research problem addressed by the developed solution, along well an in-depth discussion and analysis of results obtained. Lastly, the document also discusses future work and suggested improvements to the developed solution along with an overall conclusion of the research conducted.
1.1 [bookmark: _Toc31408139][bookmark: _Toc51619431]Background and Literature

The term “microservices” was first introduced in 2011 [7,8]. It was considered as a specialized implementation of Service Oriented Architecture (SOA) and introduced to denote the common architectural approach of decomposing applications into smaller self-contained services and, in turn, develop loosely coupled services. Later on, it was widely adopted by many companies such as Amazon, Netflix, LinkedIn, and SoundCloud as a result of the traditional monolithic applications being hard to develop, maintain and scale [9].
[image: ]Over the years, with the increased popularity of microservice architecture, new tools and technologies were introduced to support microservice-based technologies, as shown in Figure1.2. According to the authors of [8], the development of microservice-based technologies came in the form of ten “waves” starting from lightweight container technologies like Docker and LXC and leading up to the last “wave” of service mesh technologies such as Linkerd and Istio.
Figure 1.1:  Microservice technologies timeline [8]

As evident from Figure 1.2 given above, with the introduction of various technologies supporting microservices throughout the years, microservices became an increasingly popular development architecture mainly due to several advantages it possesses when compared to the traditional monolithic applications developed. Key advantages include improved scalability, maintainability, delivery, and greater performance. Furthermore, since microservices are developed in a loosely coupled manner, it has enabled developers to develop, deploy, version, and scale applications independently, bringing in benefits such as faster delivery, greater performance, and greater autonomy [8]. 
Another key difference when between microservice and monolith architecture is when it comes to how they are governed. This term is known as “Microservices Governance” concerning a microservice architecture, and it can be simply defined as a methodology or approach that establishes policies, standards, and best practices for the adoption of microservices to enable an enterprise agile IT environment. [10]. Governance in monoliths is centralized, and decisions are made “top-down” [10], whereas governance in microservices embraces a decentralized governance approach. This, in turn, enables microservices to make use of a polyglot model technology stack in the development of applications. 
However, due to the decentralized approach used in the governance of microservices more steps should be taken in order to ensure effective governance is maintained since typical applications require interconnections between a vast number of microservices where business process workflows are continuously introduced, Therefore, in order to ensure an effective microservice governance is in place, organizations currently make use of a variety of tools which facilitate tasks such as monitoring, autoscaling, configuration management, fault tolerance, etc. as seen in some of the examples provided in Figure 1.2 above.
Throughout the years, several strategies have been proposed by research a variety of research publications in order to minimize this issue and optimize performance. These researches primarily focus on performance modeling strategies as well as improving processes on orchestration platforms such as Kubernetes. In this regard, some of the key researches that propose relevant models and methodologies are highlighted below.
Research publications such as [11], propose an architectural approach along with its implementation that federates Kubernetes clusters using a TOSCA-based cloud orchestration tool, whereas research publications such as [12] propose a tool named Terminus to solve the problem of finding the best-suited resources for the microservice to be deployed, so that the whole application achieves the best performance while minimizing the resource consumption.
Other key researches include the reference net-based model for pod & container lifecycle in Kubernetes proposed by the authors of [13] and the generative platform for benchmarking performance and resilience engineering approaches in microservice architectures as proposed in [14]. This platform is comprised of elements such as an underlying metamodel, generation platform, supporting services for workload generation, problem injection, and monitoring. 
However, through analyzing the above research publications described above, it is quite clear that there is no current solution proposed that takes into consideration an integrated modeling strategy, and takes into consideration elements such as co-dependencies present as well resilience and centrality measures among microservices when developing a holistic orchestration policy for Kubernetes based microservice deployments.







[bookmark: _Toc51619432]1.2 Research Gap

The primary research gap that this research aims at fulfilling is the lack of modeling strategies that fail to portray a holistic perspective regarding the status of Kubernetes based microservice deployments. A thorough analysis of published research papers throughout the years has managed to highlight some of the issues that are present in current microservice governance methodologies and thereby enabled in the identification of the research gap.
The initial inspiration for the identification of this research problem and also the objectives of this research can be found in [15]. This publication clearly describes some of the key challenges faced in the deployment of microservices and the need for APM tools, especially those deployed in containers to include additional measures to monitor microservices such that they could be used as input for resilience mechanisms and the creation of auto-scaling policies. This publication also goes on to highlight the fact that the shift in use cases for microservice performance modeling, particularly with respect to design-time performance modeling, has moved on from the traditional use cases such as capacity planning to newer emerging areas such as reliability and resilience engineering. Furthermore, the need for new modeling strategies that capture the recent advances in deployment technology such as Kubernetes, and also some of the key challenges that have to be faced, and the fact that making use of techniques from machine learning could solve some of these challenges, is also clearly highlighted in this publication.
Research publications such as [16] state the need for the development of techniques for accurately modeling, representing, and querying configurations of microservices and data center resources in a container and hypervisor-based technology. This publication states that the inability of monitoring frameworks such as Amazon EC2 and Heapster in Kubernetes to measure microservice-level performance metrics, will lead to the creation of several new research topics which include the development of holistic techniques for collecting and integrating monitoring data from microservices and datacenter resources, and, that users such as administrators or a computer program such as a scheduler could track and understand the impact of runtime uncertainties (failure, load-balancing, overloading, etc.). on performance without understanding the whole platform’s complexity.
The publication [8] discusses the evolution of microservice-based technologies throughout the years and some of the challenges that are yet to be addressed in the future. Among the challenges stated that need to be addressed is the challenge faced in the resource monitoring and management process currently in use. Issues such as the overloading of monitoring events, which hinders effective decision making and management decisions, as well as making use of past actions and events to better inform resource management decisions, are clearly highlighted in this regard.
Based on the information derived from research publications mentioned above, it is clear that new modeling strategies for microservice governance should be explored which should incorporate more effective and efficient use of monitoring solutions as well integration with other technologies such as resiliency evaluation and autoscaling in order to improve upon and develop a more optimized governance model for microservice deployments. 














[bookmark: _Toc51619433]2.0 RESEARCH PROBLEM 

Even though Kubernetes is quite successful and widely used nowadays, it is not without its own unique challenges. This is especially true with regard to some of the current processes in the governance of microservices through Kubernetes, particularly considering processes involving in monitoring, resource utilization, and performance optimization. A key contributing factor prevalent in this regard is the presence of disjoint monitoring solutions utilized in Kubernetes deployments that fail to portray a holistic perspective regarding the status of microservice deployments which thereby lead to the creation of sub-optimal deployment policies.
[bookmark: _Hlk51547605]Currently, the only way in which developers and system administrators can effectively evaluate the effectiveness of their Kubernetes deployments with respect to performance is through the use of a wide variety of monitoring solutions provided via Application Performance Management (APM) tools. This process is quite challenging due to the fact that developers and system administrators have to focus on a variety of factors such as resiliency, security, auto-scaling, etc. which are obtained from these vast arrays of monitoring sources before deciding the optimal deployment configuration for the cluster in order to ensure the optimal performance. Examples of this could also be seen in processes such as resource utilization as well [17,18]. 
In addition, due to the use of vast arrays of APM tools that are used in these instances, it is also difficult to identify potential performance bottlenecks and identify the root cause for these problems, since developers and system administrators are unable to easily get a holistic view the status of their deployments regarding the expected performance of the deployed cluster unless they constantly monitor and analyze the vast amount of metrics obtained by these APM tools [19-21]. 
Moreover, with the current trend moving towards cloud-based platforms provided by Azure, Google, and AWS to perform Kubernetes deployments, which primarily incur a cost based on resource utilization [22-24], the need for APM tools has become even more evident. This, in turn, has led developers and system administrators to be more mindful in maintaining a proper balance between performance and resource utilization. However, maintaining this balance between performance and resource utilization is quite a challenging and time-consuming process for developers and system administrators since this process requires constant monitoring of metrics and finetuning multiple variables and paraments in their deployment configurations such that the optimal performance criteria are met. [25]
Adding to this set of problems is the difficulty posed in successfully configuring and integrating these APM tools with the existing tools used by organizations [26]. According to a survey conducted by the CNCF [27] regarding the challenges users faced in Kubernetes deployments as well as a survey of 1,300 attendees at the KubeCon CloudNativeCon 2019 [28], monitoring was stated as one of the top-ranked challenges faced.
Therefore, based on the issues mentioned above, as well as the related research gaps highlighted in the previous section, it is quite clear that a more suitable solution should be implemented to enhance the governance of microservice-based deployments. This solution should make use of a unified model, taking into account the variety of factors considered in configuring Kubernetes deployments, to help system administrators and developers to get a holistic view of the status of the current deployment and enable them to easily govern and configure their deployments with minimal time and effort.










[bookmark: _Toc51619434]3.0 OBJECTIVES
[bookmark: _Toc51619435]3.1 Main Objective

The main objective is to model a network science-based approach to govern microservice deployments through the evaluation and analysis of metrics gathered and ultimately come up with a model that aids in optimizing microservice deployments.

[bookmark: _Toc51619436]3.2 Specific Objectives

The following are the sub-objectives of conducting this research.
· To increase the efficiency of microservices deployments by applying the metrics used in network analysis, such as centrality and resilience measures, and link predictions on identified dependency measurements.
· To develop an improved auto-scaling policy for a deployment, based on load prediction.
· To develop a business intelligence dashboard to evaluate performance and monitor microservice deployments.
· To identify key factors that lead to performance reduction in microservice deployments and come up with an optimal deployment strategy.






[bookmark: _Toc51619437]4.0 METHODOLOGY
[bookmark: _Toc456821409][bookmark: _Toc51619438]4.1 Requirement Gathering

Requirement gathering was mainly performed through performing an extensive analysis of past research conducted throughout recent years, identification and analysis of the existing systems, as well as reading through a variety of online resources.

[bookmark: _Toc456821410][bookmark: _Toc51619439]4.1.1 Past Research Analysis

The past research analysis process was mainly performed through reading and analyzing a wide array of research publications published through recent years. Key topics of interest included microservice deployment optimization, microservice performance engineering, microservice governance, centrality evaluation, load prediction, and forecasting, resource prediction and optimization, resiliency analysis, and microservice monitoring. During the research analysis process, the primary focus was given in the identification of the methodology used, tools used, experiments conducted, as well as the overall findings of the research with respect to performance optimization in microservices.

[bookmark: _Toc456821412][bookmark: _Toc51619440][bookmark: _Toc456821413]4.1.2 Identifying Existing Systems

A thorough analysis was conducted on a variety of existing APM tools as well as other similar systems, that were available to use with the Kubernetes platform. This process was mainly done by visiting the various online sources and analyzing the available documentation and videos published.  During this process, the primary focus was given in identifying the key features and drawbacks that were present in the tools analyzed. 

[bookmark: _Toc51619441]4.2 Feasibility Study
[bookmark: _Toc51619442]4.2.1 Technical Feasibility 
[bookmark: _Toc29560886][bookmark: _Toc29761370][bookmark: _Toc31297407][bookmark: _Toc31361964][bookmark: _Toc31408362]4.2.1.1 Knowledge on Kubernetes

In order to develop the governance model, all members are required to have basic knowledge of Kubernetes and its relevant components. Members should be able to perform basic configuration and should have sufficient knowledge and practical experience on how to deploy microservices through Kubernetes.

[bookmark: _Toc29560887][bookmark: _Toc29761371][bookmark: _Toc31297408][bookmark: _Toc31361965][bookmark: _Toc31408363]4.2.1.2 Knowledge on APM tools

In order to develop the governance model, all members are required to have quite an in-depth understanding of the existing APM tools and the features and drawbacks present. The members should also have sufficient knowledge of configuring and APM tools selected for this research as well as knowledge on how to integrate the selected APM tools with the optimization model.

[bookmark: _Toc29560888][bookmark: _Toc29761372][bookmark: _Toc31297409][bookmark: _Toc31361966][bookmark: _Toc31408364]4.2.1.3 Knowledge on Resiliency Evaluation and Chaos Engineering

For the resiliency evaluation system to be developed, a thorough knowledge of “Chaos Engineering” and knowledge related Chaos Engineering tools are required. Furthermore, members should have sufficient knowledge of configuring and integrating the selected Chaos Engineering tool with the optimization model.

4.2.1.4 Machine Learning Knowledge

In order to develop the governance model, all members are required to have quite basic knowledge of machine learning basics as well as time series analysis. Members should be aware of the time series prediction models as well as knowledge on how to integrate the relevant models with machine learning and develop basic algorithms. Furthermore, members should also have a basic understanding of the Python programming language and related Python machine learning and time series libraries.

[bookmark: _Toc51619443]4.2.2 Schedule Feasibility 

The project should be able to be implemented within the scheduled time period of about five months, with about two months allocated for research, requirement gathering, and analysis. Finally, the project should be completed within the end of 7 months, with room for sufficient testing.

[bookmark: _Toc51619444]4.2.3 Economic Feasibility 

The cost of the project should be as minimal as possible in order for it to be included and accepted in the existing APM tool market in Kubernetes. This is mainly due to the fact that most APM tools and solutions offered currently with respect to Kubernetes are often opensource.







[bookmark: _Toc456821417][bookmark: _Toc51619445]4.3 Requirement Analysis

During the requirement analysis phase, key information obtained during the requirement gathering phase was analyzed. Analyzing the gathered information proved to be of utmost importance to the research process, since key information regarding the potential challenges that may be faced, the potential complexity of tasks involved, as well as other key information regarding the tools used by other research teams were easily identifiable. 
Also, since the research carried out a software-based approach, by performing requirement analysis, key information regarding the schedule, technical and economic feasibility was realized and helped in aligning research goals such that the research carried out did not exceed the technical skills of the research members while maintaining the expected deadlines.
During the literature review process, the primary focus was given to the analysis of the methodology and tools used, as well as the outcomes of the research conducted. This helped in improving the decision-making process in the current research by providing credible evidence that helped in deciding upon the directions in which the research should progress. Furthermore, analysis of the online resources regarding current available monitoring tools and solutions helped in the identification of existing features possessed by these tools as well as the potential limitations possessed by them. 







[bookmark: _Toc51619446]4.4 System Analysis 

The developed governance model is primarily comprised of four primary components, each aimed at capturing a particular dimension of a given microservice deployment. Fig. 4.1, given below, depicts the core components of the developed governance model. 
[image: ]
Figure 4.1:  Key components of the developed governance model
Figure 4.2 given below depicts a high - level overview pertaining to the organization of the above-depicted components to facilitate the creation of the developed governance model. (Note: - See appendix for a clearer image)
[image: ]
[bookmark: _Hlk49985186]Figure 4.2:  High - level overview of the developed governance model
Through the utilization of the above-depicted core components, the developed governance model focusses on capturing a holistic perspective on a particular microservice deployment. Moreover, the developed governance model integrates with the Istio service mesh deployed on Kubernetes clusters to facilitate the creation of optimized deployment policies through integration with monitoring solutions such as Kiali and Prometheus. The data gathered from these monitoring solutions prevalent in the Istio service mesh is then aggregated into a single server Node server along with the inclusion of a database solution to form the basis for the developed governance model.


[bookmark: _Toc51619447]4.5 System Development and Implementation 
[bookmark: _Toc51619448]4.5.1 Microservice Co-dependency Network (Co – dependency map) 

[image: ]
Figure 4.3:  High - level overview of the co-dependency network
The microservice co-dependency network consists of three sub-components which can be listed as follows.
a. An Istio service mesh platform that incorporates Kiali and Prometheus monitoring solutions.
b. A backend NodeJS server for integration with metric APIs provided by monitoring solutions.
c. A database solution for the storage of gathered metric data.
The Istio service mesh provides the core metric servers such as Kiali and Prometheus, configured to retrieve data from the app, pod, and node levels in the cluster. In this regard, the microservice dependency map utilizes quantified measurements derived from request and response times obtained primarily from the Kiali metric server to facilitate the development of the microservice co-dependency map.
The Node server aggregates all APIs exposed from the Istio service mesh and exposes a single endpoint such that required metrics could be queried more effectively. The server is configured to query metrics and trigger required processes as per a configured scheduler. The metrics collected in this regard, are then stored in the No-SQL database along with additional information such as timestamps to facilitate the creation of time series datasets utilized in the training of machine learning models. The Node server is also capable of generating CSV (Comma Separated Values) files on demand by reading the No-SQL database. The server will also expose an endpoint that can be accessed via an HTTP request in order to trigger any required functions on demand. All the data stored in the database is maintained within the same Kubernetes cluster without exposing it to the public in order to maintain the privacy of user data. Lastly, in addition to the above, the Node server is also responsible for the creation of a node latency map through the evaluation of latency measures between the nodes in the cluster. Here, the Round-Trip Time (RTT) of network calls between nodes in the cluster is evaluated and, through the use of a developed shell script, the average latency measures between cluster nodes are obtained and forwarded to the optimization algorithm.

[bookmark: _Toc51619449]4.5.2 Load Prediction and Centrality Analysis 

[image: ]
[bookmark: _Hlk50491641]Figure 4.4: Load prediction and Centrality analysis component of the developed governance model

As depicted in Fig 4.4 above, the load prediction and centrality analysis component receives its input via the Node server. The inputs received (primarily in the form of CSV files) are utilized to facilitate the prediction of load-based metrics and calculation measures on the microservice co-dependency network. The resulting outputs are then forwarded to the optimization algorithm via API through the incorporation of a Flask server.
In this regard, the primary objective of the load prediction component and centrality analysis component is the utilization of historical load-based data as well as centrality measures performed on microservice co-dependency networks to aid in the optimization of microservice deployments and the creation of holistic autoscaling policies. In this regard, the component performs the following key tasks.
· Prediction of future resource utilization values (primarily CPU and memory) based on historical pod resource utilization data.
· Prediction of inter-microservice link dependency measures, based on historical link dependency measures derived from the load-based metrics in the co-dependency network.
· Calculation of centrality measures of microservices in the co-dependency network.











[bookmark: _Toc50678386]4.5.2.1 Prediction of Load-based Inter - microservice Dependency Measures / Pod Resource Utilization Metrics

[image: ]
Figure 4.5:  Overview of the prediction process for load-based inter-microservice link dependency measures/pod resource utilization metrics
The process utilized for the prediction load-based inter-microservice link dependency measures and resource utilization metrics is quite similar, due to the similarities in functional requirements. Hence, the prediction process of load-based inter-microservice link dependency measures and resource utilization metrics can be depicted as per Fig.4.5 above. However, as evident in the diagram above, the primary variation that exists among the prediction process utilized in the prediction of load-based inter-microservice link dependency measures and resource utilization metrics is the fact that there exists an additional step pertaining to the generation of the predicted microservice co-dependency map through the utilization of predicted link dependency measures.
The prediction of load-based inter-microservice link dependency measures and resource utilization metrics is performed through the application of a Long Short-Term Memory (LSTM) network in which a particular number of time steps (configured as per user requirements), are used to predict future link dependency measures/resource utilization values pertaining to the next time period. Through the application of the forecasted measures derived through the prediction process an accurate estimation of the load/resource utilization that is expected to be received by microservices in the cluster can be estimated. Furthermore, in conjunction with the optimization algorithm of the developed governance model, the load prediction and centrality analysis component facilitates the identification of key potential microservices that highly manipulate microservice placement decisions and the realization of optimal cluster performance.






[bookmark: _Toc50678387]4.5.2.2 Calculation of Centrality Measures

[image: ]
Figure 4.6:  Processes followed in the calculation of centrality measures
Calculation of microservice centrality measures is also be performed within the load prediction component. Here, the microservices in the co-dependency network can be evaluated on several centrality measures to facilitate the identification of influential microservices in the cluster utilizing the current load-based microservice link dependency measures or through the predicted load-based inter-microservice link dependency measures.
In addition, the calculated centrality measures obtained in this regard, are then forwarded as inputs to the optimization algorithm, to infer autoscaling decision through the determination of required service instance levels. In this regard, the developed governance model is expected to make use of the key centrality measures such as degree, betweenness, closeness as well as eigenvector centrality measures to facilitate the identification process of influential microservices.  Figure 4.6 above depicts the process followed in the calculation of centrality measures of microservices in the current and predicted co-dependency networks.
[bookmark: _Toc51619450]4.5.3 Resiliency Evaluation 
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Figure 4.7: High – level diagram of resilience evaluation component

As depicted in Fig.4.7 above, the resilience evaluation component is particularly based on chaos engineering principles and utilizes the dependency measures derived from the co-dependency network to effectively target the most prominent services in the cluster for the evaluation of resiliency measures.
The expected behavior or the steady-state behavior is being determined first, the experiments are done to identify the situation which drives the system away from is normal behavior. For creating different conditions within the application, actions such as pod termination, deleting nodes, creating latency, destroying dependencies are performed using chaos.k8 modules which are included in the Chaos toolkit. Experiments can be differed according to the type of application that we are performing experiments on, and the important fact is to keep the blast radius under control. 
Creating chaos in the system allows users to examine how the application responds, it is important to decide what aspects to investigate. Chaos toolkit provides a set of probes that can be used on Kubernetes clusters, health checks, HTTP responses, tolerances, and many more. These probes are used to examine the system behavior and the condition which can be used to identify and decide the necessary precautions or the modifications that have to be done to the application in order to maintain its availability, health, or customer satisfaction.
This process is performed through the use of Chaos Toolkit and the resulting resiliency measures thus obtained, are then utilized to derive a holistic perspective on the resilience and health of interdependent services in the cluster. 























[bookmark: _Toc51619451]4.5.4 Optimization Algorithm
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Figure 4.8: Overview of the optimization algorithm
The optimization algorithm utilized in the developed governance model is predominantly based on the NSGA-Ⅱ (Non - dominant Sorting Genetic Algorithm) algorithm. The algorithm generates a multitude of optimized solutions that enables the user to infer optimization decisions predicated on three key optimization categories, which are as follows.
· Solutions optimized for best performance and availability, thereby maintaining a balance between reduced latency and number of instances.
· Solutions optimized for optimal performance based on the reduction of latency.
· Solutions optimized for highest availability based on the maximization of the number of instances.



These optimized solutions are generated following four main input parameters utilized by the optimization algorithm as depicted in Fig. 4.8 above and can be listed as follows.
1. Predicted microservice dependency measures from the load prediction and centrality analysis component.
2. Node latency map generated from the Node Server.
3. Required number of microservice instances derived from centrality measures and predicted resource utilization metrics from the load prediction and centrality analysis component.
4. General cluster infrastructure information gathered from monitoring solutions.

The sub-sections below provide an in-depth insight into the manner these input parameters are utilized in the developed algorithm as well as their impact on the creation of holistic optimization policies.

4.5.4.1 Application of Predicted Microservice Dependency Measures in the Optimization Algorithm

In microservice deployments, although factors such as latency cannot be completely eliminated, dependent microservices can be deployed in nearby nodes or the same node in order to reduce the overall latency of an application. Therefore, making use of this approach while intending to solve low availability and sub-optimal performance issues, as well as to aid in the creation of autoscaling policies, the developed optimization algorithm makes use of the predicted load-based link dependency measure obtained from the load prediction component. This is done such that optimal placement and scaling decisions could be performed ahead of time, establishing a future deployment strategy such that users such as DevOps engineers would be able to make use of the gathered information to create an optimized microservice deployment plan. In addition, making use of the predicted dependency measures, optimal placement decisions are determined through the application of  (1) and (2), as defined below, which calculates the average latency among the microservice instances, based on the dependency measures and as the node latency map obtained from the Node server.
Table 4.1: Terms in average latency calculation
	n
	Number of dependencies in pod-level

	m
	Number of dependency links in app-level

	W
	Dependency request weight in app-level

	L
	The latency of dependency in pod-level

	D
	Dependency average latency in app-level

	TL
	Total latency



                                         (1)
            (2)

4.5.4.2 Application of Node Latency Measures Optimization in the Optimization Algorithm

The main objective of the optimization algorithm is the maximization of performance through the minimization of latency among microservices. Therefore, the developed optimization algorithm also utilizes a developed node latency map obtained from the Node Server, to evaluate the fitness of generated solutions.

4.5.4.3 Application of Required Microservice Instances in the Optimization Algorithm

In the process of fitness calculation, the first step is the calculation of the required number of instances per microservices. Here, the calculation of the required number of microservices instances is performed by utilizing the predicted resource utilization values derived from the load prediction component, applied on the Horizontal Pod Autoscaling algorithm. Also, the centrality measures derived from the co-dependency network will be utilized to infer the optimum microservice instance levels, particularly in cases where historical information of the cluster is unknown. The required microservice instance levels are also utilized in availability fitness calculation measures, aided through the use of a generalized logistic function [29] to avoid giving high scoring fitness values from resources that require low resource consumption and are of low instance levels, thereby establishing a fairer scoring method. In this regard, the fitness is calculated as defined through (3) given below.

Table 4.2: Terms in fitness calculation
	[bookmark: _Hlk49156404]R
	Required instances for each service

	S
	The current number of instances in each service

	TA
	Total availability 

	n
	Number of microservices



              (3)

4.5.4.4 Application of General Cluster Information in the Optimization Algorithm

The optimization algorithm also makes use of the general cluster infrastructure information such as the resource power consumption of nodes and node labels names. The information gathered in this regard is primarily utilized in the definition of constraints utilized by the optimization algorithm.



[bookmark: _Toc51619452]4.6 Project Requirements
[bookmark: _Toc51619453]4.6.1 Functional Requirements

The functional requirements for the developed model are as follows:
· Generation and visualization of microservice co-dependency map
· Perform time series-based prediction and forecast future microservice link dependency measures 
· Perform time series-based predictions and forecast future pod resource utilization metrics
· Evaluate centrality measures on current and predicted representations of microservice co-dependency map
· The optimization algorithm should effectively determine the optimal placement of microservices in the cluster 
· The optimization algorithm should effectively determine cluster autoscaling decisions as part of its optimization process
· The system should analyze the resiliency of the identified microservices in the cluster.












[bookmark: _Toc51619454]4.6.2 Non-Functional Requirements 

The following are the key non-functional requirements that are primarily addressed in the developed governance model.

· Usability - The system should be highly usable and provide a unified interface to users to interact with.
· Availability – The system should be highly available and accessible to users 
· Performance – The system should be as efficient as possible and make use of minimal resources in the prediction process such that it does not affect the performance of the overall cluster.
· [bookmark: _Hlk51016559]Efficiency – The system should be as efficient as possible and make use of minimal resources in the prediction process such that it does not affect the performance of the overall cluster. 
· Security - The system should be as secure as possible and data gathered from the microservice cluster should not be exposed to outside parties.











[bookmark: _Toc51619455]4.7 Commercialization

The commercialization of this research project is mainly considered by developing a tool through the use of the developed governance model. In this regard, the developed tool will be implemented as a Business Intelligence Dashboard, which makes use of the developed governance model to provide developers and system administrators an easy and efficient way in which to optimize their Kubernetes deployment by aiming to provide the following benefits.
· Visualize the level of inter-dependency among deployed microservices. 
· Receive suggestions in potential ways to optimize the performance and configure current deployments and automatically perform deployments based on the suggestions. 
· Provide an overview of the resiliency of the deployed microservices. 
· Automatically configure and auto-scale Kubernetes autoscaling tools based on predicted load and centrality measures.
The developed Business Intelligence Dashboard will allow users to access all the features mentioned above and provide a holistic view of their deployments. Hence, this tool will be mainly targeted to be marketed as an APM tool for Kubernetes deployments for system administrators and developers. Due to the wide variety of APM tools currently available in the market, which are mostly free and opensource, the initial plan is to develop this dashboard into an open-source to enter the current market space effectively. However, throughout the years, a freemium based marketing strategy will be adopted to include additional features.
In addition to that, even though the testing implementation for the research has been done in AKS, the developed solution relies entirely on the Kubernetes platform. It does not use any cloud-native resources, which makes the developed tool can be used from any cloud service provider and any environment which supports Kubernetes core functionalities. 

[bookmark: _Toc51619456]4.8 Time Line 

The development timeline for the research project per Fig. 4.10 below.
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Figure 4.9: Gantt chartTable 4.1: Personnel and Resources

[bookmark: _Toc51619457]5.0 TESTING AND IMPLEMENTATION, RESULTS AND DISCUSSION

[bookmark: _Toc51619458]5.1 Testing and Results

The testing process of the developed governance model was evaluated on a sample Kubernetes cluster deployed via AKS.  The cluster consisted of 6 sample microservices (including the istio service) as per Fig 5.1 below.
[image: ]
Figure 5.1:  Evaluated microservice cluster of 6 microservicesTable 4.1: Personnel and Resources

Application of the developed governance model on the evaluated Kubernetes cluster, test results were obtained pertaining to each component of the developed governance model. The following sub-sections discuss the results obtained with respect to each component in the developed governance model.
[bookmark: _Toc51619459]5.1.1 Microservice Co-dependency Map

The key test results obtained are as follows. Figs 5.2 and 5.3 depict the resulting CSV file obtained via the Node server and Fig 5.4 depicts the generated node-edge graph based on the dependency

[image: ]
Figure 5.2: Generated quantified dependency CSV

[image: ]
Figure 5.3: Generated CPU load CSV
When it comes to the test results, the gathered metrics clearly display that there is a quantified dependency between microservices. Furthermore, a simple node graph is generated to visualize the direction and the dependency level.
[image: ]

Figure 5.4: Generated node-edge graph based on the dependency

As the data is gathered in a manner of a time series, the fluctuation of the data against the time is visualized. 
[image: ]
[bookmark: _Ref51599189]Figure 5.5: Variation of dependency against the time

[image: ]
[bookmark: _Ref51599209]Figure 5.6:  Fluctuation of the CPU usage against time

According to Figs. 5.5 and 5.6 it is evident that the usage of the microservice has a significant impact on dependency and CPU usage. When it comes to the deployment strategy of the microservices, if the dependency is considered, the efficiency of the cluster can be increased drastically. 
The testing of the research is done on a set of simple microservices. However, the fluctuation of the dependency and the CPU load has a significant amount of values in a production-grade cluster.









[bookmark: _Toc51619460]5.1.2 Load Prediction and Centrality Analysis 
[bookmark: _Toc51024600]5.1.2.1 Prediction of Resource Utilization Metrics

Through the evaluation of the developed prediction model on the sample CPU resource utilization metric dataset, the MAPE 2, RMSE, SMAPE, and MASE performance measures were evaluated. In this case, a past history of 1 hour (t-12; where “t” is the last recorded time of the time-series dataset and a time “t-1”  represents the time 5 minutes prior to the last recorded time, “t”) was utilized for the prediction of CPU resource utilization values 1 hour in advance (t+12).
In this regard, Table 5.1 depicts the relevant parameter values set for the prediction model during the prediction process whereas Fig. 5.7 and Fig. 5.8 depict the results of key model performance evaluation metrics along with the forecasted results respectively. 

Table 5.1:  Model Parameters – Resource utilization prediction
	Parameter
	Parameter Description
	Value

	RES_PAST_HISTORY
	Lookback period
	12 

	RES_NUM_FEATURES
	Number of features considered
	1

	RES_NUM_EPOCHS
	Number of epochs
	100

	RES_SPLIT_SIZE
	Split size for train and test subsets
	0.5

	RES_TRAIN_BATCH_SIZE
	Train subset batch size
	12

	RES_TEST_BATCH_SIZE
	Test subset batch size
	1

	RES_NUM_PRED
	Number of forecast steps
	12



[image: ]
Figure 5.7:  MAPE 2, RMSE, SMAPE and MASE values - resource utilization prediction (JSON result converted to CSV for improved readability) 
[image: ]
Figure 5.8: 1-hour forecast (t+12) of CPU utilization metrics (JSON result converted to CSV for improved readability) 
Note *: - Above predictions (Fig. 5.8) depict predictions at 5-minute intervals for the next 1 hour.
[bookmark: _Toc51024601]5.1.2.2 Prediction of Load - based Inter- microservice Link Dependency Measures 

Through evaluation of the developed prediction model on the dataset containing load-based inter-microservice link dependency measures, MAPE 2, RMSE, SMAPE, and MASE performance measures were evaluated. In this case, a past history of 1 hour (12 * 5 min) was utilized for the prediction of microservice link dependency measures 1 hour in advance, with a time interval of 5 minutes between each successive prediction. Table 5.2 depicts the performance evaluation scores of the developed prediction model in the prediction of the results along with the relevant parameter values set for the prediction model.
Table 5.2:  Model Parameters – Inter-microservice link dependency measures
	Parameter
	Parameter Description
	Value

	DEP_PAST_HISTORY
	Lookback period
	12

	DEP_NUM_FEATURES
	Number of features considered
	1

	DEP_NUM_EPOCHS
	Number of epochs
	100

	DEP_SPLIT_SIZE
	Split size for train and test subsets
	0.7

	DEP_TRAIN_BATCH_SIZE
	Train subset batch size
	1

	DEP_TEST_BATCH_SIZE
	Test subset batch size
	1

	DEP_NUM_PRED
	Number of forecast steps
	12 
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Figure 5.9: MAPE 2, RMSE, SMAPE and MASE values - inter-microservice link dependency measures (JSON result converted to CSV for improved readability)
[image: ]
Figure 5.10: 1-hour forecast (t+12) of load-based inter-microservice link dependency measures (JSON result converted to CSV for improved readability)
Note *: - Above predictions (Fig. 5.10) depict predictions at 5-minute intervals for the next 1 hour.
[image: ]Predicted link dependency measures at time t+12
0.82

Figure 5.11.1:  Predicted microservice co-dependency network at time t+12 (1 hour in advance)

[image: ]
[bookmark: _Hlk50330444]Figure 5.11.2:  Microservice co-dependency network at time t
Note *: - In the above diagram, a dependency measure of 0 between a two microservices indicates no network traffic was recorded passing through the given link throughout the observed period, until time t.








[bookmark: _Toc51024602]5.1.2.3 Centrality Evaluation 

Centrality evaluation measures were performed on the existing (Fig. 5.11.1) and predicted representation (Fig. 5.11.2) of the microservice co-dependency network. Table 5.9 below depicts a comparison of key evaluated centrality measures (rounded off to two decimal places) pertaining to the current and forecasted representation of the microservice co-dependency network.
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Figure 5.12:  Figure of the table depicting the comparison of current and forecasted centrality measures of co-dependency network

As per the figure provided above, it is evident there are variations in the centrality measures of microservices in the current co-dependency network at time t and predicted co-dependency network at time t +12. In this regard, prominent highlights to the changes in centrality measures between the two co-dependency measures include, the change in degree centrality measures in the “productpage” and “ratings” microservice, the change in closeness centrality measures in the “productpage”, “detail” and “ratings” and microservices, the change in the betweenness centrality in the “reviews” microservice as well as other changes in the centrality measures of microservices with respect to the remaining eigenvector, weighted eigenvector, and weighted betweenness centrality. 

[bookmark: _Toc51619461]5.1.3 Resilience Evaluation
[bookmark: _Hlk51554272]
Through the evaluation of resiliency, it reveals important and critical failure possibilities that the application can go through. Chaos experiments can be done considering many facts and by creating different kinds of scenarios to the system. 
When performing chaos experiments on a cluster, it is important to control the blast radius. As the experiments are done on production, customers should not face any interruptions or discomfort. 
Chaos toolkit has its own set of actions and probes that can be used to create chaos in a system, such as killing an instance, creating latency, terminating pods and nodes, draining nodes, doing health checks, and many more. In this regard, an experiment done on sample Kubernetes cluster on the availability of the application when an instance is terminated is shown below. 
[image: ]
Figure 5.13: Sample chaos experiment(.yaml) 

What this experiment does is, first as defined in the steady-state-hypothesis it sends a request and checks for a response code of 200. Once it is successful, as mentioned in the method, the terminated-pod action kills an instance and pauses for 2 seconds. Then it again sends a request and expects for 200 response code. 

[image: ]
Figure 5.14: Failed chaos experiment  
If this experiment fails, as shown above. That means there is a threat to the availability of the system. Lack of replicas or higher dependency levels between the instances or some other problem may be causing this issue. 
Another experiment was to check the health of the microservices when a random instance is killed. There are actions in chaos toolkits probes modules to check whether the microservices are healthy.

[image: ]
Figure 5.15: Defining a steady-state to check the health of microservices

Same as above, an instance was killed, and the probe was checked for the health of the microservices. The experiment turned out to be successful indicating that the microservices remained healthy before and after the instance was killed.

[image: ]
Figure 5.16: Experiment successfully executed
In the same way by creating different environments in the system, we can analyze and recognize the thresholds, failures, and possible failures of the application and take necessary actions to avoid them.
Furthermore, these experimental results can be obtained as a report in pdf, HTML, or other formats as we prefer.

[image: ]
		Figure 5.17: Section of the pdf report of an experiment






[bookmark: _Toc51619462]5.1.4 Optimization Algorithm

The developed optimization model was evaluated on a sample microservice cluster dataset containing 3 nodes and 6 microservices. For evaluation purposes, the JSON (JavaScript Object Notation) representation of this cluster dataset, along with the additional information required by the optimization algorithm which includes the node latency map, predicted inter-microservice dependency measures as well as the required number of microservice instances, is provided to the developed optimization algorithm in order to compute the optimized solutions. In this regard, Fig. 5.18 below depicts the structure of the sample input JSON provided to the optimization algorithm whereas Table 5.3 depicts the measurement units for the metrics depicted in Fig 5.18.
[image: ]
[bookmark: _Hlk51453802]Figure 5.18:  Structure of sample JSON input

Table 5.3: Metric measurement units
	Latencies
	Milliseconds

	Dependency
	Number of requests per minute

	CPU
	Milli cores

	Memory, storage
	Megabytes 






Figures 5.19 and 5.20 depict the existing cluster deployment views.
[image: ]
Figure 5.19: Existing performance deployment view
[image: ]
Figure 5.20 Existing performance instances table

[bookmark: _Hlk51456208]After running the optimization algorithm, 4 optimal solutions which represent the deployment solutions pertaining to the best performance, best availability, overall optimal cluster, and highest cost-effectiveness, are generated.
The parameters for the initialization of the NSGA II algorithm is as depicted in Table 5.4 below.

Table 5.4: NSGA II algorithm initialization parameters
	Initial Population size
	1000

	Number of generations
	1200

	Number of solutions for the generation
	300



[bookmark: _Toc51523985]5.1.4.1 Best Performance Deployment Strategy

The resulting output which represents the solution pertaining to the best performance of the cluster is as depicted in Figs. 5.21 – 5.23 below.
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Figure 5.21: Best performance deployment view
[image: ]
Figure 5.22: Best performance instances table

[image: ]
Figure 5.23: Best performance metrics improvement table

As depicted by Fig 5.18 above, according to the sample dependency map, between the microservice at index 0 and microservice at index 2 microservice, 1000 requests per minute have been sent. The requests per minute represent the microservice dependency level between the payment and order microservices. Likewise, between employee and salary microservices, 500 requests per minute have been recorded and between the information and supplier microservices have 200 requests per minute have been recorded. More as evident in the diagram, there are only 3 dependencies between each of the microservices. 
As depicted in Fig. 5.21 it is evident all dependent services are deployed on the same node. Hence, as a result of this optimization process, the latency has been minimized by 24 times. Moreover, in the cluster, there is enough space to deploy all dependent services on the same nodes, otherwise, the algorithm selects nearby nodes to deploy the highly dependent services while also maintaining the ratio between the desired replicas. 
Furthermore, the memory and CPU margins are set as 10% of the resources available. Hence, each generated solution always keeps more than 10% of resources free. As evident in Fig. 5.23 this solution increases availability by maximizing the number of instances 2 times more than the required instances.

[bookmark: _Toc51523986]5.1.4.2 Best Availability Deployment Strategy

As evident by Figs. 5.24 – 5. 26, this solution has 2.125 times more instances than the existing deployment. Also, it keeps a good ratio between instances and keeps the 10% resource margins.

[image: ]
Figure 5.24 Best availability deployment view

[image: ]
Figure 5.25 Best availability instances table

[image: ]
Figure 5.26 Best availability metric table


[bookmark: _Toc51523987]5.1.4.3 Cost-effective Deployment Strategy

This option keeps good availability and reduces the total cost. In this example, as depicted by Figs 5.27 – 5.29,  it only deploys over the 2 nodes and it selects a cluster with a lower budget. 
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Figure 5.27: Cost-effective deployment view.

[image: ]
Figure 5.28: Cost-effective instances table

[image: ]
Figure 5.29: Cost-effective metric improvement table.

[bookmark: _Toc51523988]5.1.4.4 Optimal Deployment Strategy 

This option generates the same solution as the performance-optimized solution delivered. The only difference is the scale value. The scale values determine the distribution of microservices throughout the cluster
Moreover, the primary reason for that creation of the optimal deployment strategy solution is because, in deployment strategies pertaining to the best performance, multiple services may be converged into a single node, which in turn may reduce fault tolerance within the cluster. Moreover, the developed optimization algorithm allows users to configure the minimal scale values (number of instances of a particular microservice deployed in a given node) such that the optimal deployment strategy could be created as per user requirements.







[bookmark: _Toc51619463]5.2 Research Findings and Discussion

Through analysis of the test results, several key findings were revealed. A key finding obtained in this regard is the fact that the developed governance model performs as expected and through the utilization of the developed optimization algorithm, optimal placement of microservices could be determined. Moreover, the evaluation of the test results also proves, the developed optimization algorithm could effectively determine optimal cluster deployment representation with respect to the given optimization objectives. However, as per the results obtained, it is evident there also exists the potential for improvements as well. In this regard, the following are some of the key potential improvements that could be addressed in the current iteration of the developed governance model.
· Inclusion of additional infrastructure level and service level metrics to facilitate the improvement of an increased holistic perspective. 
· Improvements to the prediction models to increase accuracy. 
· Improvements to resiliency evaluation component to facilitate the evaluation of increased resiliency measures
· Improvements to optimization algorithm pertaining to facilitate the inclusion of increased centrality evaluation measures in the determination of optimized deployment policies. 
Moreover, another key constraint that was apparent in the development of the developed governance model was the inability to effectively evaluate the developed governance model on an increased number of nodes due to budgetary constraints. Hence in the future additional testing is expected to be performed on larger clusters to further validate the scalability aspects of the developed governance model





[bookmark: _Toc51619464]5.4 Summary of Student Contribution
[bookmark: _Toc51619465]5.4.1 IT17016230 - Saranga S.A.G

5.4.1.1 Development of Sample Cluster

As fundamental research is done on Kubernetes, a sample cluster was needed to run the application and test the findings. However, there were several options available when it comes to deploying a Kubernetes cluster. 
Mini Kube, AWS, Azure, and GCP were considered and tested to find the best approach and decided to go with Azure because of the simplicity and the availability of the cluster. 
However, it was significantly expensive to maintain a cluster for an extended period of time. Therefore, a bash script was written to set up the cluster in AKS using the command line quickly and take down the cluster when not using to reduce the cost. 

5.4.1.2 Development of Sample Microservices

Continuous testing is a vital process for running any good research. In order to verify the installation and the results, a set of sample microservices were created with having interdependencies.
All the created microservices were containerized using docker, and a YAML file was created to deploy them in Kubernetes directly.

5.4.1.3 Configuration of Istio and Metric Servers

A set of metric servers such as Kiali, Prometheus, Jaeger, and Grafana, which were exposed from Istio, were used to collect metrics. Therefore, istio was needed to install and configured in the deployed cluster. And auto-injection was enabled as a sidecar proxy needed to add for each newly deployed service.

5.4.1.4 Development of the Middle Tier Node Server

Even though Kiali and Istio directly expose several APIs to query data, a middle-tier server was needed to gather metrics from several endpoints, then process and save in a database. A server was developed using Node Js to serve that purpose. Node JS was chosen to keep the simplicity and the performance of the server. 
The developed server exposes several endpoints to add database records, check the health, and generate datasets.

5.4.1.5 Deployment of the Middle Tier Node server

The developed middle-tier server should be accessed from the modules developed for the other components of the research. Therefore, the developed server needed to be deployed in the AKS cluster. The Node JS server is containerized using the NODE base image, and all the necessary command-line libraries installed at the image build time using a Dockerfile. 
The containerized server was then deployed to the cluster with a written YAML configuration.










[bookmark: _Toc51619466]5.4.2 IT1700680 - De Silva N.

5.4.2.1 Selection of Optimum Prediction Model for Utilization in Time Series Prediction 

In order to perform the prediction process for load-based metrics as efficiently and as accurately as possible, a key step in the development of the load prediction and centrality analysis component was the selection of the optimum prediction model to be utilized for the time series prediction of load-based metrics (resource utilization and microservice link dependency measure). In this regard, a multitude of statistical and machine learning time-series prediction models were evaluated on a sample dataset, and the MAPE, RMSE, SMAPE, and MASE performance scores of the developed prediction models were recorded for evaluation.
The prediction model evaluated in this regard, range from statistical time-series prediction models such as ARIMA and Holt-Winters Exponential Smoothing to others machine learning-based approaches such as XGBoost, LSTM as well as the TPOT AutoML prediction model. Lastly, through performing an in-depth analysis of the performance scores of the above - stated prediction models, the LSTM prediction model was selected as the optimum prediction model to be utilized in the prediction process as per the functional and non - functional requirements of the proposed solution.

5.4.2.2 Development of Time series Prediction Model to Forecast Load-based Metrics  

Once the optimum prediction model (LSTM) was selected, implementation was carried out such that the predictions could be effectively and efficiently performed. In this regard, the selected optimum prediction model, LSTM, was evaluated by experimenting on various implementations of the LSTM model architecture through varying the number of layers as well as other additional parameters until the optimum architecture of the LSTM model was achieved.

5.4.2.3 Preparation and Manipulation of Gathered data for Time -Series Prediction

A key task required in the development the prediction of load-based metrics was the implementation of a solution to read the load-based metric data gathered in the form of CSV files and apply the necessary data manipulation and transformation techniques to the gathered data such that it could be effectively utilized to perform the necessary predictions. In this regard, necessary utility functions were developed to facilitate the required data manipulation functionalities required. 

5.4.2.4 Development of a Solution to Perform Centrality Evaluation on Microservice Co – dependency networks.

Implementation was also performed to facilitate the development of a solution to visualize current and predicted microservice co-dependency networks through the utilization of the predicted load-based microservice link dependency measures derived through the prediction process. In addition, necessary functionalities were also implemented to facilitate the evaluation of centrality measures in the thus obtained co-dependency networks to aid in the determination of the global importance of a microservice in a Kubernetes deployment. 



5.4.2.5 Integration of the Developed Component with the Final Developed Solution

On completion of the developed functionalities of the load prediction and centrality analysis component, additional functionalities were also required to be implemented such that the resulting outputs could be communicated to other required components of the developed governance model. In this regard, additional servers such as Flask servers were required to be implemented to facilitate the communication of the processed data via API. 
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5.4.3.1 Selection of Optimization Algorithm

There are a variety of optimization algorithms are available for any optimization problem. However, it was quite difficult to find the most suitable optimization algorithm for the optimization problem addressed in this research. 
The Optimal microservice deployment is N-P hard Problem. If this kind of problem is solved by regular mathematical algorithms, it takes a very long time. Also, the developed governance model should predict results before the required deployment time comes. Hence the algorithm needs to be run within a relatively small time period than the existing time period. On another hand this optimization problem is a multi-objective optimization problem, hence it needs to support multiple objective functions. In this regard, the NSGA II was chosen to implement this governance model, since it is multi-objective heuristic algorithms that fulfilled the optimization problem requirement of this research.

5.4.3.2 Identification Objective Functions

Before going through to the optimization, sufficient research was required in order to clarify how to optimize the microservices. Afterward, the necessary objective functions needed to be identified.
In this regard, there are 3 main objective functions for the developed optimization algorithm. They are latency, availability, and cost. For ease of development, the availability objective is further broken down to 3 sub-objective functions known as instances availability, instances ratio, instances scale.

5.4.3.3 Identification of Requirement Metrics

Objectives functions are not just raw data. These objective values are calculated by using several metrics values such as dependency map, centrality node latency, and resource metrics. Hence, these metrics highly affect the final optimal solution.

5.4.3.4 Algorithm Implementation

This optimization problem is fully implemented by using the NSGA II algorithm. This algorithm is completely modified according to the microservice optimal deployment problem. All fitness functions as well as the chromosome design was completely unique.

5.4.3.5 API Server Implementation

The developed governance model is essentially a microservice model. Hence API is required to facilitate the communication processes among other components of the developed model.
In the case of the optimization algorithm component, a Flask API server was implemented to facilitate this communication process. In this regard, the developed API server can be primarily utilized to retrieve the optimal deployment solutions pertaining to the best cluster performance, highest cluster availability, most cost-effective deployment, as well as the overall optimal cluster deployment plan.

5.4.3.6 Implementation of UI to Visualize the Optimal Deployment Strategies

If all the solutions are given by the JSON format, the user would not understand what is going on in the cluster. Hence a UI to visualize the optimal deployment strategies was required. In this regard, ReactJS was used for implementing this UI. This UI can be utilized by users such as DevOps engineers to visualize where the services are deployed, the number of service instances, node resource power utilization as well as other results of the optimization process.
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5.4.4.1 Identifying the Importance of Resiliency Evaluation and Selecting a Tool

The concept of resiliency evaluation came into discussion in the industry after Netflix introduced chaos monkey in 2012, but it was not very popular for the last few years. Still, the concept is new and not being used by vividly, it seems to be an interesting field of study.
Researching about resiliency measures, depicted that it is useful and important to maintain a better microservice governance. As the community of resiliency evaluation is considerably low, it is quite hard to find platforms to seek for help to solve problems that engineers undergo when performing chaos experiments.
Tools like Simian Army, Gremlin, Fault Injection Tool, Chaos Toolkit can be found as chaos experimenting tools and the most recent and user-friendly tool is known to be Chaos Toolkit. It is an open-source tool with considerably better documentation, and it has a variety of plugins that provides you with several options to experiment with. 

5.4.4.2 Performing Chaos Experiments And Generating Reports

To performing chaos experiments on Kubernetes clusters, configuring the chaos toolkit, background software and required plugins had to be done. The limitation of documentation and resources made this process harder. 
After configuring the Chaos Toolkit, the experiments were conducted on the Kubernetes cluster by creating different conditions on the application. The behavior of the application in chaos was examined on different perspectives to identify any weaknesses. Health checks, latency checks, HTTP responses, and dependency levels were checked and examined.
The results of the experiments were generated into pdf or HTML reports to get a summary of the experiment. The engineers are responsible for finding out the reasons for the failures of experiments and to develop the application as needed.

5.4.4.3 Creating a Dashboard

A dashboard was created using React Js, to output the results of the whole research and the individual components. Therefore, the user can experience an all in one user interface to get a clear idea about their Kubernetes cluster and to obtain an optimal deployment plan.
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The research discussed in this publication attempts to address the issue concerning the lack of optimized deployment policies in orchestration tools such as Kubernetes caused as a result of the disjoint monitoring solutions employed in Kubernetes deployments. In response to this issue, the research conducted discusses the development of a network science-based governance model to facilitate the creation of a holistic perspective on Kubernetes deployments. The governance model developed in this regard incorporates the use of dependency analysis, load prediction, centrality analysis, and resiliency evaluation to effectively capture key dimensions of a Kubernetes microservice deployment and optimize the placement of microservices through the utilization of a developed optimization algorithm.
In this regard, this publication provides key insight into the methodologies adopted in the development of the governance model, along with an in-depth review and discussion pertaining to the results obtained through the application of the developed governance model on a sample Kubernetes cluster. Analysis of results reveals the developed governance model proved effective in the creation of optimized microservice deployment policies. However, as discussed in the sections above, the analysis of results also suggests potential improvements to the developed governance model as well. Hence, in future work, a key focus will be provided to the improvement of the developed governance model.
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version: 1.0.0
title: What happens if we terminate an instance of the application?
description: If an instance of the application is terminated, the applications as a whole should still be operational.
tags:
- kss
- pud
- deployment
ingress_host:
type: env
key: INGRESS_HOST
steady-state-hypothesis:
title: The app is healthy

probes:
- name: app-respnds-to-requests
type: probe
tolerance: 200
provider:
type: http
timeout: 3

verify tls: false
url: http://${ingress _host}/productpage
headers:

host: default

method:
- type: action
name: terminate-pod
provider:
type: python
module: chaoskss.pod.actions
func: terminate pods
arguments:
name_pattern: ratings-vi
pauses:
after: 2
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INFO] Action: terminate-app-pod

INFO] Pausing after activity for 2s...

INFO] Steady state hypothesis: The app is healthy

INFO] Probe: app-responds-to-requests

CRITICAL] Steady state probe 'app-responds-to-requests' is not in the given tolerance so failing this experiment
INFO] Let's rollback...

INFO] No declared rollbacks, let's move on.

INFO] Experiment ended with status: deviated

INFO] The steady-state has deviated, a weakness may have been discovered




image26.jpg
steady-state-hypothesis:
title: The app is healthy
probes:
- name: all-apps-are-healthy
type: probe
tolerance: true
provider:
type: python
func: all microservices healthy
module: chaoskss.probes
arguments:
ns: default
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[2020-69-21 ©3:24:24 INFO] Validating the experiment's syntax
[2020-09-21 ©3:24:48 INFO] Experiment looks valid

[2020-09-21 ©3:24:48 INFO] Running experiment: What happens if we terminate an instance of the application?
[2020-09-21 03:24:48 INFO] Steady-state strategy: default

[2020-09-21 ©3:24:48 INFO] Rollbacks strategy: default

[2020-09-21 ©3:24:48 INFO] Steady state hypothesis: The app is healthy
[2020-09-21 ©3:24:U48 INFO] Probe: all-apps-are-healthy

[2020-09-21 ©3:24:51 INFO] Steady state hypothesis is met!

[2020-69-21 ©3:24:51 INFO] Playing your experiment's method now...
[2020-09-21 ©3:24:51 INFO] Action: terminate-pod

[2020-09-21 ©3:24:54 INFO] Pausing after activity for 16s...
[2020-09-21 ©3:25:04 INFO] Steady state hypothesis: The app is healthy
[2020-09-21 ©3:25:04 INFO] Probe: all-apps-are-healthy

[2020-09-21 ©3:25:06 INFO] Steady state hypothesis is met!

[2020-09-21 03:25:06 INFO] Let's rollback...

[2020-09-21 ©3:25:06 INFO] No declared rollbacks, let's move on.
[2020-09-21 03:25:06 INFO] Experiment ended with status: completed
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Experiment

What happens if we terminate an instance of the applica-
tion?

If an instance of the application s terminated, a new instance should be created

Summary
Status completed
Tagged k8s, pod, deployment
Executed From DESKTOP-20JARHE
Platform Linux-4.4.0-18362-Microsoft-x86_64-with-glibc2.29
Started Sun, 20 Sep 2020 21:54:48 GMT
Completed Sun, 20 Sep 2020 21:55:06 GMT
Duration 18 seconds
Definition

The experiment was made of 1 actions, to vary conditions in your system, and 0
probes, to collect objective data from your system during the experiment
Steady State Hypothesis

The steady state hypothesis this experiment tried was “The app is healthy”.

Before Run

The steady state was verified

Probe Tolerance  Verified

all-apps-are-healthy  True  True

After Run

The steady state was verified

Prob

Tolerance  Verif
e-healthy  True True

allapps

Method

The experiment method defines the sequence of activities that help gathering
evidence towards, or against, the hypothesis.
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"order", "cpu " " 00, "current_replicas”: 4}, "1": {"name": "employee”,
"cpu": 300, "memory”: 200, "storage": 300, "current_replicas" 4}, "2": {"name": "payment", "cpu": 200,
"memory": 200, "storage": 300, "current_replicas": 2], "3": {"name" "salary", "cpu": 200, "memory": 200,
"storage": 300, "current_replicas": 2}, "4": {"name": "information”, "cpu’" 00, "storage”
300, "current_replicas™: 2], "5": {"name’ ", 00, "storage": 300,
"current_replicas”: 2}}, "nod_latencies"

‘supplier”, "cpu": 200, "memory":

{'[0,1]":2,"(0, 2]": 3, "[1, 2]": 1.8, [0, 0]": 0.1, "[1, 1]"
2]":0.1}, "pod_dependency_map": {"[0, 2]": 100, "[1, 3]": 50, "[4, 5]": 20}, "pod_importance™: ",
“microservice_instances_requirement”: [4, 4,2, 2,2, 2]}
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